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Introduction

• Recent interest of text style transfer: Modify specific attributes (e.g., sentiment or formality)

• Approaches

• Supervised: Rely on aligned parallel data. Very limited by the availability of parallel 

corpora.

• Unsupervised: Require labeled training set of each style. Limited to transfer a pre-

specified set of styles.

• Label-free: Remove the needs for any training labels. Transfer arbitrary styles at inference 

time.
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Introduction

• In this paper, the authors propose targeted restyling besides the tunable inference 
technique.


• Main contribution

• demonstrate the viability of label-free style transfer

• use sentence adjacency as a means for inducing text style representations

• reframe style transfer as “targeted restyling” directional operations in style space

• introduce “tunable inference” for finer-grained control of transfers

• show the effectiveness of “noisy” back-translation training

• illustrate few-shot generalization to a range of style attributes including dialect, 

emotiveness, formality, politeness, and sentiment.

3



Method
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Method - Model architecture

[1] Guillaume Lample, Sandeep Subramanian, Eric Smith, Ludovic Denoyer, Marc’Aurelio Ranzato, and Y-Lan Boureau. Multiple-attribute text rewriting. In International Conference on Learning Representations, 2019.

• Follow Lample et al. (2019)[1] at the high-level.

• Train denoising auto-encoder conditioned on the style vector.

• The difference is that true style is unknown at training time in this paper.

• To address this problem, the style extractor is jointly trained with nearby context sentences.


• Model architecture

• Reconstruct the input text based on pre-trained T5(Text-to-Text Transfer Transformer) 

model architecture, and extract the style vectors using a pre-trained T5 transformer 
encoder.


• The difference between style extractor and encoder is that style extractor is mean-pooling 
the hidden states into a fixed-length vector.
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Method - Corruption Strategies

• To implement reconstruction task, sentence  in dataset is corrupted by some function  to 
produce .


• The cross entropy loss is calculated using uncorrupted text  as the targets, and corrupted 
text  and context text  as model inputs.


• Corruption Strategies.

• Noise: Corrupts the inputs by dropping, replacing, and/or shuffling.


• Back Translation(BT): Corrupts  using style-transfer using sampled random context .


• Noisy Back Translation: Noise is first applied and result is used as input of BT.

si f
̂si = f(si)

si
̂si si−1

si sj
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Method - Inference Procedure

• Tunable Add/Delete Rates.

• Style-transfer has recurring problem that the model would often failed to achieve the 

target style or failed to preserve the input content.

• To address above problem, “add rates range”(the proportion of output tokens absent from 

the input) and “delete rates range”(the proportion of input tokens absent from the output) 
values are passed to decoder.


• Targeted Restyling


• To transfer input sentence , a small set of exemplar sentences for both source and target 
values are provided.


• Compute target style vector: 

x

vx + λ(vtarget − vsource)
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Experiments

• Training Settings 
• Unlabeled data comes from 233.1M Amazon reviews (Ni et al., 2019[1]), and after 

preprocessing, 23.6M examples remain.

• Use pre-trained T5(t5.1.1.large)


• Evaluation Settings 
• To estimate transferred sentiment, BERT-Large is fine-tuned on (Li et al., 2018[2]), and 

scoring 87.8% accuracy on dev split.

• To estimate content preservation, SacreBLEU is used.

• To perform transfer, 100 exemplars for each style is sampled. Also experimented using 

1000 sampled exemplars and 4 manually chosen exemplars.
[1] Jianmo Ni, Jiacheng Li, and Julian McAuley. Justifying recommendations using distantly-labeled reviews and fine-grained aspects. In Proceedings of the 2019 Conference on Empirical Methods in Natural 
Language Processing and the 9th International Joint Conference on Natural Language Processing (EMNLP-IJCNLP)

[2] Juncen Li, Robin Jia, He He, and Percy Liang. Delete, retrieve, generate: a simple approach to sentiment and style transfer. In Proceedings of the 2018 Conference of the North American Chap- ter of the 
Association for Computational Linguistics: Human Language Technologies
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Experiments - Results
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Experiments - Results
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Experiments - Results - Samples
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Experiments - Results - Embedding Visualization
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Experiments - Results - Beyond Style Transfer

• Style-sensitive Completion 
• If add rate range is set like 40-70%, and delete rate range 0%, the model completes the 

inputs style-sensitively. (e.g., My favorite hot drink -> Starbucks coffee (American) or a mug 
of tea (British))


• Coherent Text Shortening 
• If add rate range is set like 0-5%, and delete rate range 40-90%, the model performs text 

shortening.

• Random augmentation 
• By using small random delta style vector instead of targeted style vector, model can 

augment input sentences. (e.g., What’ll the weather be tomorrow? -> What’s the weather 
forecast for tomorrow? or What’s the weather like for the next day? )
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Appendix - Beyond Style Transfer
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Appendix - Beyond Style Transfer
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Appendix - Beyond Style Transfer
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Input Sentence: “What’ll the weather be tomorrow?”


